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Abstract

Aim. Automatic processing of the data in order to determine the status of work and 
identification of the activity and brain-wave frequencies becomes necessary for the modern 
systems in the in the diagnosis of biofeedback among athletes. 

Concept. The study aimed to explore the effects of physical exertion on alterations in 
the manifestation of brain wave frequencies (pre/post exercises) in a group of 15 endurance 
athletes. 

Results and conclusion. Statistic methods allowed an identification of data anomalies, 
such as extreme, outliers and missing values. Combining information with soft computing 
tool can distinguish the level of electrical activity of the analysed muscles. Used Big Data 
and Data Mining tools solution with a statistical approach while maintaining high meas-
urement accuracy indicates the effectiveness of this method in medical diagnosis.
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Introduction
Monitoring the electroencephalography frequency of brain waves is very 

important, both at the individual and social level of mechanisms governing the 
course of life activities of organisms. From the historical level, these traditional 
assumptions of clinical diagnostics are complemented with modern information 
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technologies and methodologies, which resulted in a significant improvement in 
quality. Collection and analysis of good quality data is effective in detection of 
anomalies in the neuromuscular system. Such advances in medicine cause faster 
diagnostics, and optimum adaptation of methods and therapeutic agents. A sig-
nificant amount of the scientific achievements in the field of frequency of brain 
waves is based only on the results, which lack precise information about the 
patient and his other medical issues. In addition, reports on the effectiveness of 
certain medical interventions in population studies are often conducted without 
appropriate identifying the patients in the study. That’s, why there are extreme 
values, that interfere with the test results. The challenge of generating and analys-
ing large data sets is an adaptation to new methods of data collection and numeri-
cal conceptualisation.

The aim of the study was an attempt to create and determine the impact of 
physical effort on changes in the manifestation of brain wave frequencies among 
15 athletes of endurance disciplines. It was decided to check whether the frequency 
of brain waves would change significantly in the measurement after exercise in 
relation to the measurement before exercise. At the same time, the research objects 
carried out exercise work with the same basic goal. All stages of the research will 
be grouped in detail, categorised and analysed using the Big Data method and 
verified using statistical tools. At the end of this stage, as well as during the previ-
ous one, regression models will be built and verified.

EEG biofeedback examination process
Electroencephalography is a tool to measure and present information about 

brain waves as a result of changes in physiological processes. In turn, the bio-
feedback method aims to teach the subject to consciously modify functions (brain 
waves) that are not consciously controlled on the basis of feedback signals about 
changes in the physiological state. This, in turn, allows the determination of these 
frequencies and the optimal control of their values in order to positively influence 
the development process, and in the case of these studies, objects on the train-
ing process. The whole process of electroencephalography is learning to control 
brain activity. On the basis of the obtained feedback (biofeedback), it is possible 
to describe the impact of changes in external conditions on the activities of realis-
ing the sports potential in preparation motivating the achievement of the highest 
sports results. There are different ranges of electromagnetic waves generated by 
the human brain. The production of brainwave components is always present. 
However, systematic training and a strong will of the subject are required to gain 
the advantage of certain desirable brainwaves. The essence of EEG biofeedback 
training is therefore to generate certain desired waves while reducing other unde-
sirable ones.

Electroencephalography (EEG) measurement was performed using B-Alert 
X10 Retail Pricing Sheet and X-Series Basic Software.
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Materials and data collection
There is a great need for a scientific approach in the field of information tech-

nology used in automatic data processing. Referring to the four paradigms of sci-
ence, it can be argued that all of them allow the processing of large EEG data 
streams. The first three paradigms include an empirical description of phenom-
ena, theoretical generalisations and computational simulations of complex phe-
nomena. The fourth element includes data exploration which was discovered in 
the last years, suits Big Data analysis, also called Data-Intensive research.

The previous collection of large EEG data streams is preceded by the extension 
of the statistical results achieved during the test. An approach based on known 
techniques of computer science and statistics allowed increased sensitivity of 
monitoring by improving detection performance in order to obtain data of better 
quality. Statistics will allow the identification of data anomalies in recorded mus-
cles electrical activity, such as extreme values, outliers and missing values. Outli-
ers are data points overlapping the distribution of the remaining data. They reflect 
occurring anomalies of the electrical potential of muscles or neural circuits that 
interfere with process of modelling. Even one coming off observation may distort 
the significant coefficients of the decomposition of batch data, that’s, why such 
observations should be taken into account in statistical modelling. Typically, these 
findings represent a random error and artificially increase or decrease the value of 
statistical coefficients. Extreme values are points far away from the range of distri-
bution of batch data and are found beyond outliers. Extreme values are positioned 
above or below the limit defined by three times the length of non-standoff values 
(Min, 1Q, Median, 3Q, Max), whereas outliers are values that are above or below 
the limit of one and a half and not more than three times the length of non-standoff 
values. Effective explorative technique of verified distribution data is scatterplot 
3W, which shows obscured patterns of data collections in real angle.

Somewhat different, but equally important stage of statistical analyses are cal-
culations of expected marginal means, which are the best linear estimators with 
minimal oppress for marginal means of the system (Milliken & Johnson, 1992).

Big data analysis
To prepare a multi-structural analysis of musculoskeletal and nervous sys-

tems with large amount of data we have to create a multithreaded architecture 
for parallel processing (Changqing, Yu, Wenming, Awada, & Keqiu, 2012). The 
data included 18 variables from EEG biofeedback measurements (Alpha, Theta, 
Delta, SMR, Beta: Beta 1, HighBeta, Beta 2, Beta 3, Beta 4, Beta 5). As a result, 
46,208 observations were obtained from one record for each parameter (Shvachko, 
Kuang, Radia, & Chansler, 2010).

The Big Data Architecture creation is the combination of the measurement 
devices, special processing equipment and software to work together in an inte-
grated way with each other during the processing of the data. An important issue 
in this type of concept is to divide the information in terms of their type and 
volume. Ensuring the appropriate data partitioning can be achieved by indexing 
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the records in the form of the fractal indexing (fractal tree indexing). The next 
step, during modelling is to optimise the computational units and aggregates 
information.

Using the appropriate computer interface, electromyographic data are pro-
cessed in the form of model solutions to a given problem. Most frequently, such 
models are designed to process the nerve-muscle activities by mapping and reduc-
tion. A common system for storing files is Hadoop distributed file system, and the 
combination of data from different disks provides a programming model called 
MapReduce. Processing of the Big Data takes place in two steps: Map phase and 
Reduce phase. Programming is a calculation of the function of Map and Reduce, 
where the information is encoded in the form of pairs of keys and values as their 
inputs and outputs (Liu, Wang, Matwin, & Japkowicz, 2015). The first phase of 
map function includes a division of key-value pairs into subsets and their distribu-
tion to the various nodes as the cluster. The second phase of reduce function acts 
as the aggregation key-value pairs. The purpose of reduce function is to prepare 
the final value, assuming that the pairs with the same keys will go to the same 
nodes. 

Regression analysis
The procedure for assessing the relationship between EEG biofeedback data 

before and after exercise among 15 high-performance athletes consisted of regres-
sion modeling, followed by verification with a statistical tool. A simple regression 
model was used in which the form corresponds to the n-element sample (Chang-
qing, Yu, Wenming, Awada, & Keqiu, 2012): 

where: yi – the value of y for case i,
xi – the value of x for observation i,
εi  –  random  disturbance  about  the  distribution                     ,  independently, 

which means,
β1, β0 are the coefficients of the model.
The vector record of the model is described by the formula:

y = x β1 + β0 + ε ,

where: y and x are column vectors and the random disturbance
The feature y has a normal distribution with a variance σ 2 and average xi β1 + β0.
Parameter evaluations β1  and β0  of the model are determined after simplifying 

the model with formulas (Shvachko, Kuang, Radia, & Chansler, 2010):

where: cov(x,y) – sample covariance for x and y vectors,
var(x) – vector sample variance x,
x – the average of the vector x.
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During the regression analysis, the occurrence of a significant relationship 
between the variables x and y was examined. For this purpose, the description 
of the simple regression was translated into the language of a linear model in the 
form:

y = X β + ε ,
where:  β = (β0 ,β0)  – columnar vector,
matrix X – a matrix with the first column filled with ones, and the second 

column with the values of the variable X.
Answering the question of the existence of dependencies between variables x 

and y in the language of the linear model, a null hypothesis is obtained regard-
ing the β1  coefficient verifying the lack of dependence H0 : β0 = 0 and an alterna-
tive hypothesis concerning the non-zero dependence HA : β1 ≠ 0. If the test result 
gives a p-value lower than the assumed significance level α, the null hypothesis is 
rejected, which means that the relationship between variable x and y is significant. 
In this paper, a significance level of α=0.05 was chosen, but this value may vary 
depending on the issue being tested or other factors.

Based on the above formulas, regression models were built examining the rela-
tionships between two variables for each brain wave, respectively, from EEG bio-
feedback and post-exercise EMG measurements, which were then compared with 
each other using a statistical test. The relationships between Alpha, Theta, Delta, 
SMR and Beta waves were examined: Beta 1, HighBeta, Beta 2, Beta 3, Beta 4, Beta 
5. Subsequently, 3-minute brainwave and EEG recordings were compared before 
and after exercise, and descriptive statistics. Finally, the above stages made it pos-
sible to estimate the frequency dependence of EEG waves.

Results and discussion
It was decided to create 34 simple regression models in order to show the 

dependence. The results of the statistical regression model with their residues 
between electrical waves (Alpha, Theta, Delta, SMR and Beta: Beta 1, HighBeta, 
Beta 2, Beta 3, Beta 4, Beta 5) are presented in table 1 and table 2. Knowing that 
the variables in the model are not treated symmetrically, the criterion for estimat-
ing the coefficients in the model, i.e., the mean square error and residuals (Min, 
1Q, Median, 3Q, Max) will be different along with the results of the evaluation of 
the model coefficients. Therefore, the explained and explanatory variables were 
treated interchangeably in the models in order to check which relationship is more 
strongly related to the data.
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Table 1 
Frequency dependencies of Alpha, Theta, Delta, SMR brainwaves in EEG biofeedback 
measurements
Residuals Min 1Q Median 3Q Max F-statistic Multiple 

R-squared
Estimate Intercept 

Estimate
Delta~Alpha -29.41 6.61 1,79 6.48 42.70 2.61 5.654 -0.0106 -0.0009 67.49
Alpha~Delta -15.01 -4.79 0.09 4.46 13.95 -5.321 6.658e-05 33.80
Delta~Theta -29.59 -6.76 1.81 6.53 42.57 17.8 *** 0.0004 0.0234 -0.0009 67.47
Theta~Delta -24.24 -4.69 -0.09 5.30 20.29 0.0164 0.0009 47.30
Delta~SMR -29.50 -6.60 1.76 6.50 42.80 0.0007 1.62e-1 -0.0002 -0.0009 67.49
SMR~Delta -15.25 -3.83 -0.14 3.78 15.03 -8.14e-05 -2.283e-04 27.62
Theta~Alpha -22.26 -4.89 -0.07 4.67 20.50 1915 *** 0.0398 0.2360 0.0008 45.43
Alpha~Theta -12.08 -4.78 0.17 4.66 14.04 1.69e-01 -7.117e-05 32.45
Theta~SMR -24.39 -4.66 -0.09 5.36 20.90 0.178 3.85e-06 0.003 0.0008 47.31
SMR~Theta -15.26 -3.84 -0.15 3.78 15.01 0.001 -0.0002 27.62
Alpha~SMR -14.48 -4.68 0.07 4.44 14.21 5067 *** 0.09883 0.348 0.0002 30.46
SMR~Alpha -15.36 -3.38 0.05 3.34 16.11 0.284 -0.0002 24.89

*Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

In Table 1 there is a significant linear relationship between the models for 
Alpha and SMR waves. For the first model, where Alpha was the explained varia-
ble and the SMR wave was the explanatory variable, the assessment of β0 = 0.0002, 
βSMR = 0.35, σ2 = 30.46 was completely different and higher than the evaluation of  
the coefficients of the second model β0 = -0.0002, βAlpha= 0.28, σ2 = 24.89. A signifi-
cant linear relationship, but much weaker than the one described above, occurred 
between the Theta and Alpha and Delta and Theta waves. The first Theta-Alpha 
relationship model showed higher coefficient estimates β0 = 0.0008, βAlpha= 0.24,  
σ2  = 45.43 than the second model β0  = -7.117e-05, βTheta= 1.686e-01, σ2 = 32.45.  
The Delta~Theta brainwave dependence in the first model also had higher ratings 
of the coefficients β0  = -0.0009, βTheta= 0.02, σ2 = 67.47 than the ratings of the coeffi-
cients of the second model β0  = 0.0009, βDelta= 0.016, σ2 = 47.30. However, in the test  
for the β0  values of the test statistic for the edge tests are different from zero in each 
described model. The tests carried out allowed rejection of the null hypothesis 
about the zero effect of the mean effect, which allowed the selection of models 
with the mean, i.e., models with higher ratings of the coefficients β0, β1, σ2: Alpha~ 
SMR, Theta~ Alpha, Delta~ Theta. Thus, the significant predictor for the Alpha 
wave was the SMR wave, for the Theta wave was the Alpha wave, and for the 
Delta wave was the Theta wave.
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Table 2
The dependence of the frequency of Beta 1-5 and HighBeta brainwaves in EEG biofeedback 
measurements
Residuals Min 1Q Median 3Q Max F-statistic Multiple 

R-squared
Estimate Intercept 

Estimate
B1~HB -13.17 -5.02 -0.11 4.92 12.80 14.13 *** 0.0003 0.004 0.0003 40.51
HB~B1 -69.05 -15.39 -0.04 15.57 71.93 6.909e-02 -4.832e-05 632.79
B1~B2 -13.42 -4.94 0.00 4.81 13.83 396.9 *** 0.009 0.080* 0.0003 40.18
B2~B1 -14.65 -6.15 -0.02 6.27 14.78 1.07e-01 -2.283e-05 54.08
B1~B3 -13.14 -4.96 -0.10 4.95 12.82 0.20 4.37e-06 -0.001 0.0003 40.53
B3~B1 -22.62 -8.22 0.10 8.18 23.08 -0.003 -0.0003 98.60
B1~B4 -13.15 -4.96 -0.10 4.95 12.84 0.06 1.21e-06 -0.0004 0.0003 40.53
B4~B1 -51.92 -12.73 0.34 12.34 52.05 -0.003 -0.0003 346.05
B1~B5 -13.16 -4.97 -0.11 4.95 12.83 0.003 6.507e-08 3.801e-05 2.577e-04 40.53
B5~B1 -108.07 -28.75 -0.10 29.04 108.26 0.002 0.0001 1825.4
B2~B3 -14.59 -6.29 -0.07 6.40 14.52 515 *** 0.011 7.809e-02 2.923e-05 53.94
B3~B2 -23.83 -8.27 0.03 8.05 24.57 0.141 -0.003 97.51
B2~B4 -14.07 -6.31 -0.05 6.62 14.25 4.11* 8.886e-05 -3.742e-03 3.743e-06 54.54
B4~B2 -52.11 -12.56 0.25 12.42 52.20 -0.024 -0.0003 346.02
B2~B5 -13.99 -6.37 -0.04 6.57 14.23 0.15 3.122e-06 3.060e-04 4.723e-06 54.55
B5~B2 -107.95 -28.71 -0.10 29.00 108.19 0.0102 0.0001 1825.4
B3~B4 -24.80 -8.22 -0.06 8.29 25.02 560 *** 0.0119 0.0584 -0.0003 97.41
B4~B3 -47.42 -12.45 0.75 12.57 49.02 0.2051 -0.0002 341.90
B3~B5 -22.66 -8.18 0.09 8.12 23.02 2.417 5.231e-05 0.00168 -0.0003 98.60
B5~B3 -107.57 -28.80 -0.07 29.15 107.81 0.0311 0.0001 1825.3
B4~B5 -42.13 12.06 0.06 11.82 42.51 9215 *** 0.1663 0.1775 -0.0003 288.51
B5~B4 -100.95 -25.28 0.67 26.20 101.94 0.9365 0.0004 1521.9

*Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Table 2 shows that the strongest significant linear relationship occurred 
between beta 5 and beta 4 waves. The second model, in which beta 5 was the 
predicted variable and beta 4 was the explanatory variable, is the evaluation of 
the coefficients β0 = 0.0004, βB4 = 0.94, σ2 = 1521.9 was significantly higher than the 
estimate of the coefficients of the first model β0 = -0.0003, βB5 = 0.18, σ2 = 288.51.  
Linear relationships between beta waves occurred in order of decreasing strength 
for: beta 3 and beta 4, beta 3 and beta 2, beta 1 and beta 2, beta 1 and highbeta, 
beta 2 and beta 4. Beta 3 and beta 4 brainwave relationship, in the first model, 
the coefficients β0 = -0.0003, βB4= 0.06, σ2 = 97.41 were lower than the coefficients 
of the second model β0 = -0.0002, βB3= 0.21, σ2 = 341.90. The second model of the 
relationship between beta 3 and beta 2 showed higher coefficients β0 = -0.0003, βB2= 
0.14, σ2 = 97.51 than the first model β0 = 2.923e-05, βB3 = 7.809e-02, σ2 = 53.94. The 
relationship between beta 1 and beta 2 waves achieved higher coefficients in the 
first model β0 = 0.0003, βB2 = 0.08, σ2 = 40.18 than in the second model β0 = -2.283e-
05, βB2= 1.07e-01, σ2 = 54.08. The Highbeta and beta 1 dependency model achieved 
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higher coefficient ratings in the first model β0 = 0.0003, βB1 = 0.004, σ2 = 40.51 than in 
the second model β0 = -4.832e-05, βHB = 6.909e-02, σ2 = 632.79. A significant relation-
ship, but the weakest of those described above, occurred between the beta 2 and 
beta 4 waves and vice versa, where the assessment of the coefficients of the second 
model β0 = -0.0003, βB2 = -0.02, σ2 = 346.02 was higher than that of the first model  
β0 = 3.743e-06, βB4 = -3.742e-03, σ2 = 40.53.

In the next step, it was checked whether there were significant differences in 
the measurements after and before the exercise. For this purpose, the difference 
was calculated by subtracting the average value of measurements before exercise 
from the average value of measurements after exercise. The percentage ratio was 
calculated from the numerical difference from the pre-exercise measurement and 
presented as an absolute value.

Table 3
Descriptive statistics of the frequency of EEG recordings before and after exercise and the 
ratio of the number and percentage of their differences.

EEG 
recording

Exercise 
endurance

Mean Standard 
Dev

Skewness Kurtosis Average difference
Numeric %

after -98,313 50,490 0,075 0,08967 0.099 0.001% 
before -98,412 50,440 0,089 0,09584

After a three-minute measurement, the EEG record differed only by 0.001% 
from the recording before exercise, which means that the average frequency 
reached slightly higher values after training, i.e., increased by 0.099.

Table 4
Descriptive statistics of Delta, Theta, Alpha and SMR wave frequencies before and after 
exercise, and the ratio of the number and percentage of their differences
Brain waves Exercise 

endurance
Mean Standard 

Dev
Skewness Kurtosis Average difference

Numeric %
Delta after -0,0009 8,215 -0,410 -0,605 0.0045 5%

before -0,0054 8,830 -0,393 -0,365
Theta  
(4-8 Hz)

after 0,0008 6,879 -0,009 -0,642 -0.0012 1.5%
before 0,002 6,937 -0,011 -0,632

Alpha  
(8-12 Hz)

after 0,0001 5,814 -0,002 -0,990 -0.0005 5%
before 0,0006 5,814 -0,002 -0,969

SMR  
(12-15 Hz)

after -0,0002 5,255 0,000 0,007 0.0001 0.5%
before -0,0003 5,229 0,000 0,043

The post-training delta waveform recording differed by 5% from the pre-train-
ing recording, which means that the average frequency of the waveform increased 
by 0.0045. Also, the mean SMR frequency wave after training was increased by 
0.0001, and the percentage difference after and before training was small 0.5%.  
A reduction in wave frequency after training was observed for theta wave -0.0012 
(1.5%) and alpha wave -0.0005 (5%).

β0 = -0.0002, βB4 = 0.28, σ2 = 24.89
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Table 5
Descriptive statistics of Beta 1-5 and HighBeta wave frequencies before and after exercise, 
and the ratio of the number and percentage of their differences.
Beta Waves Exercise 

endurance
Mean Standard 

Dev
Skewness Kurtosis Average difference

Numeric %
Beta1  
(15-18 Hz)

after 0,0003 6,366 -0,0006 -1,002 -0,0006 2%
before 0,0009 6,346 -0,0008 -1,004

HighBeta 
(18-30 Hz)

after x 25,159 -0,0019 0,294 0 0%
before x 25,117 -0,0019 0,305

Beta 2  
(18-22 Hz)

after 0 7,386 0,0000 -1,159 -0,0003 -
before 0,0003 7,371 -0,0001 -1,156

Beta 3  
(22-26 Hz)

after -0,0003 9,930 0,0001 -0,790 0,0002 -0.67%
before -0,0005 9,916 0,0001 -0,781

Beta 4  
(26-30 Hz)

after -0,0003 18,603 0,0000 -0,096 0,0009 3%
before -0,0012 18,584 0,0002 -0,093

Beta 5  
(30-38 Hz)

after 0,0001 42,725 0,0000 0,014 -0,0001 1%
before 0,0002 42,599 0,0000 0,028

The greatest differences in beta wave recordings were observed for Beta 4. The 
wave frequency after training differed by 3% from the recording before training, 
which means that the average wave frequency was increased by 0.0009. Signifi-
cantly different changes were observed for the Beta 1 wave. After training, the 
frequency was reduced (-0.0006) and the percentage difference after and before 
training was 2%. A reduction in wave frequency after training was also observed 
for wave Beta 5 -0.0001 (1%) and Beta 3 -0.0003 (0.67%).

Conclusion
Based on the scientific reports it can be concluded that new technologies pose 

scientists broad analytical and methodical possibilities. In this paper we pre-
sented an overview of the broadening of usage of the statistical data and analysis 
of the implementation of Big Data for monitoring the peripheral nervous system 
and electroencephalography biofeedback. It is especially important for sports 
medical science, as provided information is useful to establish the correct diag-
nosis and plan appropriate and personalised treatment for disparities of human 
movement. Big Data brings also new perspectives in the sciences of physical cul-
ture (Welsch, Bird, & Mayhew, 2005). The most important capabilities include: 
monitoring frequency of brain waves before and after exercise, matching and 
optimisation of the process of preparation adaptive system for exercise (ex. for 
athletes) and detecting differences motivated psycho neuronal (Santana, Vera-
Garcia, & McGill, 2007).
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